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Preface

It isn’t the mountain ahead that wears you out; it’s the
grain of sand in your shoe. Robert W. Service (Bard of
the Yukon)

“One of the most striking features of our bodily structure and

chemical composition that may reasonably be emphasized, it will be

recalled, is extreme natural instability. Only a brief lapse in the
coordinating functions of the circulatory apparatus, and a part of

the organic fabric may break down so completely as to endanger the

existence of the entire bodily edifice. In many illustrations we have
noted also how infrequently they bring on the possible dire results. As a

rule, whenever conditions are such as to affect the organism harmfully,

factors appear within the organism itself that protect it or restore its

disturbed balance.”

So wrote the great Harvard physiologist, Walter Brad-
ford Cannon in his landmark Wisdom of the Body in
which he coined the term “homeostasis” and described
the “fight-or-flight” response.

Cannon continues: “A noteworthy prime assurance
against extensive shifts in the status of the fluid matrix is
the provision of sensitive automatic indicators or sentinels,
the function of which is to set corrective processes in motion
at the very beginning of the disturbance.”

Cannon’s prescience is underscored by the fact that
the epilogue of his book is focused on the “relations of
biological and social homeostasis,” relations which are
now the subject of intense investigation.

Notwithstanding the important principles estab-
lished in the Wisdom of the Body, our knowledge of the

physiology, biochemistry, and pathology of stress has
increased exponentially since 1932 due in large part to
new stress concepts, the discipline of neuroendocrinol-
ogy which first matured in the 1950s (covered in Volume
2 of the Handbook of Stress) and astonishing new technol-
ogies such as human brain imaging, neurochemistry,
genetics, optogenetics, genomics, and studies of behav-
ior. Many of the quantum advances in stress knowledge
are the subject of this volume.

I am grateful to our distinguished authors who have
given so generously of their time and knowledge, Pat
Gonzales for her excellent assistance in collating and
preparing the chapters for Production and Natalie Farra
for her encouragement, oversight, support, and wise
guidance. Finally, as always, I thank Ann Elizabeth
Fink for her steadfast forbearance and support and my
children Naomi and Jerome who forever cheer from
the sidelines.

Reference: CannonWB 1932. TheWisdom of the Body. WW
Norton &Co Inc, New York Pp. 1e312 (quotations from
pages 268e270).

George Fink
Florey Institute of Neuroscience and Mental Health

University of Melbourne
Parkville, VIC, Australia

2018
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Several years ago, we proposed the concept of
“generalized central nervous system (CNS)
arousal (GA),”3 now updated and extended.4

There is a marked asymmetry between the
concept of GA and the concept of stress: You
can be aroused without stress, but you cannot
be stressed without arousal. This chapter repre-
sents an update of Pfaff, Martin, and Ribeiro.5

KEY POINTS

• Generalized CNS arousal (GA) is the most
elementary function of vertebrate nervous
systems. It is a nonspecific neuronal
“force” that activates ascending and
descending systems, facilitating the
initiation of any behavior responding to
external stimulation and emotional
expression

• Several components of the nervous system
such as the medullary reticular formation,
thalamus, and cortex contribute to GA and
have been analyzed with respect to
neuroanatomical pathways,
electrophysiological features, and some of
the most important genes involved in the
generation of GA.

• GA has been given an operational
definition and criteria for successful
operation.

• GA is proven to exist by psychological,
genetic, statistical, and mechanistic
findings.

• Surprisingly, GA can be abnormally high
during melancholic depression.

• GA is out of control, in association with
bipolar disorders.

1
Stress: Physiology, Biochemistry, and Pathology

Copyright © 2019 Elsevier Inc. All rights reserved.https://doi.org/10.1016/B978-0-12-813146-6.00001-1

https://doi.org/10.1016/B978-0-12-813146-6.00001-1


Constant throughout has been the definition
of GA:

Operational definition: A more aroused animal
or human, with higher GA, is more alert to sen-
sory stimuli in many sensory modalities (S),
more active motorically (M) and more reactive
emotionally (E).

One can also consider operating requirements:
Four which can be justified on a theoretical basis:
(1) GA mechanisms must work fast enough to
allow the individual to escape danger, (2) there
must be great convergence of inputs onto GA
mechanisms so that a wide variety of incoming
signals can trigger adequate behavioral re-
sponses, (3) there must be great divergence of
signals emanating from GA mechanisms so that
a wide variety of behavioral responses can be
initiated, and (4) GAmechanismsmust be robust
enough so that they will not fail.

We propose that GA mechanisms work in all
vertebrate brains including, of course, the human
brain. GA is a primitive, undifferentiated force
deeper than andadditive to theusualmotivational
states (sex, hunger, etc.). GA contributes to many
different typesofbehaviors,normalandabnormal.
GA is the ur-arousal*, the force for the initiation of
behavior conceptually and mechanistically deep
to all of the more superficial and individuated
forces. For example, fight or flight depends on
GA but is more situationally dependent than GA.

EVIDENCE FOR THE EXISTENCE
OF GA

We cite four lines of evidence:

1. Psychology. The oldest line of evidence for
the existence of a brain function called
“generalized arousal” came frompsychologists
who study normal human behavior and
personality. Virtually, all personality theorists
included a dimension called “arousal” or a
similar term in their description of the
fundamental axes of personality.

2. Genetics. The newest evidence for GA comes
from genetics; modification of GA, and

therefore to its existence (reviewed in the
study by Pfaff4). This genetic evidence comes
from three approaches.
A perfect example of the first approach is the

gene for hypocretin (reviewed in the study by
Li et al.6,7) expressed in about 3000 neurons in
a very restricted portion of the lateral
hypothalamus. Optogenetic activation of
hypocretin neurons can wake up mice from
sleep. Conversely, optogenetic silencing of
hypocretin neurons can induce sleep during
the light phase of the daily light cycle.
Part of the power of the hypocretins in

preserving wakefulness seems to lie in
their ability to work through classical
monoaminergic systems that serve arousal.
These include noradrenergic neurons since
hypocretin axons project to the noradrenergic
source in the hindbrain the locus coeruleus.
Another monoamine systems affected are
dopamine (emanating from the ventral
tegmental area), histamine (produced in the
tuberomammillary nucleus in the medial
hypothalamus) and serotonin (produced in
neurons in the raphe neurons on the midline of
themidbrain). Importantly, hypocretinneurons
project to the large cholinergic neurons of the
basal forebrain, neurons which are important
for waking activity in the cerebral cortex.
A second approach to the genetics of arousal

follows a different route to discovery. In the
field of work just reviewed, the scientists
cloned a gene involved in GA and thus
stimulated an entirely new field of work:
describing neuroanatomical projections,
discovering cognate receptors, analyzing
mechanisms of action, and so forth. This
second approach comes from gene knockout
studies that were initiated for a different
reason, and the arousal data were eventually
discovered in later, follow-up studies. For
example, the gene for estrogen receptor a
(ER-a) first garnered great interest because of
its involvement in sexual behaviors.8,9 Later,
Joan Garey10 extended our behavioral analyses
to include arousal measurements.

* Ur-arousal means the oldest, most primitive and most fundamental form of CNS arousal
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Other studies measuring motoric activity
gave similar results. For example,weknowthat
reduction of the ER-a gene product specifically
in the neurons of the medial preoptic area
reduced movement. This finding replicated
early work from our lab which had also
reported that gonadectomized a-ERKO
(estrogen receptor knockout) females were
significantly less active than awild-type (WT)
mice in open field tests, whereas beta-ERKO
females tended to bemore active than beta-WT
mice.
A third line of genetic evidence for

generalized arousal is that you can breed for
this function. You can’t breed for a brain
function that does not exist. That is, if the
highest and lowest males and females are
selected generation after generation according
to the operational definition of arousal
(mentioned previously), then successful
creation of a high and a low line proves that a
concept matching that operational definition
must exist. Since we knew that we would be
breeding mice for a multigenic function, we
went for advice to behavior geneticist David
Blizard of Pennsylvania State University. He
advised us to start with a strain of mice that
had a high-degree genetic heterogeneity. This
type of strain had indeed been achieved by
Gardner Lindzey and Donald Thiessen many
years before. The high genetic heterogeneity
had resulted from an extensive intercross of
more than eight outbred strains (and was
called Het-8). The generalized arousal assay in
our lab featuredmice housed singly and cut off
absolutely from the outside world. No sound,
no vibration, no odors. Using this assay and,
over 10 generations, mating high arousal males
with high arousal females (and low with low),
it was possible to achieve a high arousal line
and a low arousal line of mice.11

3. Athird lineofevidenceshowing theexistenceof
GA comes from mathematical statistics. As
summarized by Calderon et al.12 principal
components analyses of mouse behavioral data
related to arousal reveal a large GA component
which accounts, in different experiments, for
between 29% and 45% of the data. That means
in a differential equationwhichmathematically
describes changes in arousal, on the right side

of the equal sign, there would be one term
representing GA, and many other terms
representing specific forms of arousal, such as
sex, hunger, thirst, fear, anger, and so on.

Thus, the statistics of principal components
analysis support the conclusion that GA exists
but also indicates the importance of other,
specific forms of arousal.

4. Brain mechanisms. You cannot have
mechanisms for a function that does not exist.
During the last 30 years or so, the
neurobiological mechanisms for changes of
state of the entire CNSdthe exact opposite of
specific sensory systemsdhas “caught up”
enough to merit a book-length treatment. An
example would be the neuroanatomical
delineation of reticular formation
neuroanatomy by the McGill University
neurobiologist Barbara Jones. Brain
mechanisms have spelled out and reviewed.4

With four independent lines of evidence for
the existence of GAdpsychological, genetic, sta-
tistical, and mechanisticdit is timely to theorize
about GA as a physical process. It turns out that
flipping from a not-aroused state appears to have
the property of a physical phase transition and
should demonstrate the “scaling” and accompa-
nied “power law behavior”dbehavior governed
by a simple exponential equation that produces
the same dynamics from tiny scales to huge
scales. In laboratory mice, this prediction proves
true, and this type of transition likely is universal
among vertebrates.

PHYSICAL AND QUANTITATIVE
PROPERTIES OF GA

Pursuing the conviction to think about arousal
systems with a precision typical of the physical
sciences, we turned to Penn State Professor of
Physics, Jayanth Banavar. We knew we needed
to generate a systematic set of hypotheses about
the regulation of GA as a function that bears on
virtually all aspects of human and animal
behavior. These ideas were expected to apply
universally among vertebrates. We started with
the idea that when rapid changes of state of the
CNS would be requireddfor example, when a
rapid response to a stimulus would be important

PHYSICAL AND QUANTITATIVE PROPERTIES OF GA 3



to achievedthat linear dynamics in generalized
arousal mechanisms would not be sufficient.
Nonlinear dynamics, as found in chaotic sys-
tems, could provide tremendous amplification
of CNS arousal signals and would also confer
exquisite sensitivity to the initial state of the sys-
tem. The hypothesis, therefore, that in the not-
aroused state chaotic dynamics prevail, is very
attractive because they are deterministic and
because they link the elegant mathematics of
chaos to the concept of a fundamental property
of the vertebrate CNS. But for coordinated move-
ments as part of the behaviors thus initiated, the
systemwill have to emerge from chaos. Thus, the
second idea was that as neural systems pass from
the chaotic nonaroused state to aroused states,
they pass through a classically defined phase
transition. With the behavioral response acti-
vated, orderly movement control neurophysi-
ology takes over.13

To understand this theory clearly, consider the
analogy to a classical physical example of a phase
transition, the liquid crystal. Arousal systems in
the not-aroused or low-aroused animal are in a
chaotic state. The controlled-chaotic state of Ott
et al. would be perfectly appropriate. When the
animal is sufficiently stimulated, the nonlinear
dynamics of deterministic chaos provide expo-
nential amplification so that CNS systems can
initiate orderly movement in response. By anal-
ogy to the liquid crystal, the disordered mole-
cules at a higher temperature go through a
phase transition to the ordered, crystalline state.

Experimental scientists are beginning to think
along these lines, and some evidence for our the-
ory has accrued. For example, with magnetoen-
cephalographic data from human subjects who
were performing a finger-tapping task, a variety
of mathematical approaches were used to
analyze several spectral domains in the subjects’
cerebral cortical activity. The results showing the
degree of synchronizability of this activity
demonstrated; in their words, the brain networks
are located dynamically on a critical point of the
order/disorder transition. That is, their networks
were close to the threshold of order/disorder
transformation in all frequency bands, just like
our theoretical liquid crystal analogy.

Another example of the importance of
thinking about chaotic dynamics in relation to

neural activity comes from findings in auditory
neurophysiology. Certain nonlinear equations
yielding chaotic dynamics demonstrate instabil-
ities at fixed, special values of some given system
parameter called “Hopf bifurcations.” Marcelo
Magnasco and his colleagues have presented ev-
idence that the tuning curves of the cochlea in the
auditory system are partly shaped by a set of
mechanosensors poised precisely at the
threshold of a Hopf instability. This application
of nonlinearity in hearing achieves the advan-
tages of a high degree of amplification and a
sharp tuning curve even at low input intensity.

Magnasco and his colleagues have extended
their evidence for “dynamic criticality” to the
electrical activity of the human cerebral cortex.
Dynamic criticality refers to “systems that persist
at the boundary between stability and insta-
bility” and is typified by “systems highly suscep-
tible to small external perturbations.” It can be
argued that we need neural mechanisms to
constitute an extended dynamical system that
is close to a critical point and that will neither
decay nor explode, thus allowing for long-
range communication across the entire system.
This type of system is just what is needed, theo-
retically, to create a GA system that protects us
from dangers in the external world.

Alex Proekt (2012), now at the University of
Pennsylvania Medical School, noticed that the
timing of many diverse behaviors from human
communication to animal foraging form com-
plex self-similar temporal patterns reproduced
on multiple time scales. We envisioned a general
framework for understanding how such scale
invariance may arise in nonequilibrium systems,
including those that regulate mammalian behav-
iors. Below is described how we demonstrated
that the predictions of this framework are in
agreement with detailed analysis of spontaneous
mouse behavior observed in a simple unchang-
ing environment. Neural systems operate on a
broad range of time scales, from milliseconds to
hours. Analyses revealed that the specifics of
the distribution of resources or competition
among several tasks are not essential for the
expression of scale-free dynamics. Importantly,
we showed that scale invariance observed in
the dynamics of behavior can arise from the dy-
namics intrinsic to the brain.

1. AROUSAL4



In physical systems, one observes scale
invarianceda repetition of shape and dynamics
from tiny physical scales through huge physical
scalesdnear a critical point, for example, where
water turns into steam or where the unaroused
animal can become aroused. It has been sug-
gested that the presence of power laws in diverse
living systems might imply that biological sys-
tems are poised in the vicinity of phase transi-
tions. There are, however, fundamental
differences between scale invariance exhibited
by biological and physical systems. Criticality,
the supersensitive responses to small stimuli
are is confined to a small region in parameter
space, and it is not clear how diverse biological
systems are fine-tuned to exhibit criticality. But,
in physics, critical systems are at equilibrium,
whereas most processes occurring in living sys-
tems including animal behavior are not in
equilibrium.

Behavior is often conceived as serving a partic-
ular purpose or as a response to a specific stim-
ulus. However, even in the relative absence of
these phenomena, all animals including humans
readily exhibit spontaneous behavior. Sponta-
neous activation of behavior is the simplest case
of animal behavior because it avoids the com-
plexities addedby specific behavioral tasks, inter-
actions among individuals, and the specifics of
the structure of the environment. Understanding
the dynamics of spontaneous behavior therefore
is a prerequisite for understanding behavioral
dynamics in more complex settings. This was
the focus of Proekt’s analysis.14

Proekt worked with Professor Banavar and
mathematician Amos Maritan to analyze the
fine structure of the movements of mice in the
GA assay described previously. Importantly, sys-
tems going through a phase transition behave ac-
cording to simple exponential equations called
“power laws.” Plotted on log: log coordinates,
both the X-axis of the graph and the Y-axis of
the graphs are scaled logarithmically rather
than linearly, such systems yield straight lines.
In accordance with theory, mice, during the
dark phase of the daily light cycle, demonstrated
straight lines over three orders of magnitude.
These results14 are consistent with the phase
transition theory summarized previously.

Still working with the physicist Jayanth Bana-
var, we are now asking mathematical questions
about the performance of laboratory mice as
they go through the hypothesized phase transi-
tions from the light part of the day (low CNS
arousal) to the dark part (high CNS arousal) in
a 12-h light 12-h dark daily cycle. Working with
equipment that provides temporal resolution of
20 ms, we ask, with the data from individual
mice on individual days, what mathematical
curves fit their activity change and what do
whose equations suggest? How can we describe
individual differences? Is the phase transition
from high to low arousal the mirror image of
the transition from low to high? Within a few
months, these new studies may offer answers
to these questions.

NEUROLOGIC MALADIES AND
PUBLIC HEALTH PROBLEMS FROM

DYSREGULATION OF GA

There are many serious medical and public
health problems resulting from failures of GA.
One obvious category is disorders of conscious-
ness. Coma is, by definition, a temporary condi-
tion. Either the patient escapes from coma and
enters a vegetative state or he dies. Vegetative
state patients are not uniform in their range or
severity of symptoms. Recently, there has been
special attention given to “high-end” vegetative
state patientsdthose who sporadically have
shown some communicationdbecause such pa-
tients may be responsive to treatments such as
deep brain stimulation. Stupor, as well, certainly
involves arousal problems.

In the working world, GA plays especially
important roles in certain jobs that require high
and sustained vigilance. The military is one
example. It is said that even a trained sniper
cannot maintain the necessary level of attention
for longer than about 30 min. Shift work inwhich
an individual rotates through two or three daily
shifts takes its toll because of the challenge to the
individual’s circadian rhythms. Dangerous occu-
pations like slicing meat or fish explode the size
of the potential lossesdfor example, decreased
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arousal resulting in even a moment of lapsed
attention can cause the loss of a limb.

Public health failures like elevated lead con-
centration in drinking water can reduce cogni-
tive performance through routes that included
decreased GA. Perhaps, the mysterious “fatigue
states” are related. Thus, some scientists think
that they can follow certain environmental
exposures that lead to chronic fatigue syndrome,
fibromyalgia syndrome, and Gulf War Syn-
drome. The first two are much more common
among women and the third in men, but they
all share many symptoms, one of which is
decreased GA.

Almost all the foregoing conditions depend on
underperformance of GA mechanisms. But for
some patients, reducing arousal level is necessary.
Here are two examples. First, it is estimated that
about 15%e20% of American adults have sleep
problems: some cannot get to sleep, while others
have badly fragmented sleep or wake up too
early. Second, anesthesia, as for surgery, is a
highly sophisticated branch of medicine. The
regulated reduction in arousal level was
mentioned earlier in this chapter.

NEURONS CRITICAL FOR GA

Evidence has piled up that large medullary
reticular neurons in a group called nucleus
gigantocellularis (NGC; also called reticularis
gigantocellularis) are crucial for maintaining
CNS arousal levels and for the initiation of a
wide variety of behaviors. Elevating electrical ac-
tivity in these glutamatergic neurons is associ-
ated with the activation of behavior15 and with
an aroused electrical pattern in the cerebral cor-
tex (the electroencephalogram [EEG]). Decreased
activity has the opposite effect. Large medullary
reticular neurons express genes for arousal-
related neuropeptide receptors.16 We now have
the entire transcriptome expressed by a subset
of NGC neurons, demonstrating a unique
expression of one gene and an unusually inti-
mate relation to the nearby vasculature.

The hypothesis has been put forth4 that these
NGC neurons function in a large anterior/poste-
rior integrated network. In terms of the

connectivity of individual neurons within the
network, they may have a “scale-free” property;
in that many neurons have few connections,
while only a few, like NGC, have a large number
of connections.

AROUSAL AND PSYCHIATRIC
DISORDERS

Arousal regulation in the human brain is a
complex phenomenon; it describes a dynamic
process of cortical and behavioral activation in
response to varying degrees of stimulation; and
accordingly, the relationship between stress,
cortical activity, and performance. Its dysregula-
tion has been implicated in different psychiatric
disorders.17,18

Classically, beginning with the pioneering
work of Professors Tarchanoff, Peterson, and
Jung, researchers started to study dysregulation
of arousal in different psychiatric disorders.19

The Research Domain Criteria (RDoC) proj-
ect of the National Institute of Mental Health
develop new ways of classifying mental disor-
ders for research purposes; they shift away
from symptom-based diagnoses toward a
transdiagnostic neurobiological focus in the
study of mental disorders. The major RDoC
framework consists of Matrices; there are five
domains in it: Negative Valence Systems,
Positive Valence Systems, Cognitive Systems,
Systems for Social Processes, and Arousal/
Regulatory Systems.20e22

The Arousal construct group defines arousal
as a continuum of sensitivity of the organism to
stimuli both external and internal; it facilitates
interaction with the environment; it can be
evoked by either external/environmental stimuli
or internal stimuli; it can be modulated by the
physical characteristics and motivational signifi-
cance of stimuli; it varies along a continuum that
can be quantified in any behavioral state; it is
distinct from motivation and valence; it may be
associated with increased or decreased locomo-
tor activity; and it can be regulated by homeo-
static drives. The group identified a number of
genes, molecules, circuits, and neurotransmitter
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systems that were relevant to arousal, which are
included in the arousal matrix.23

Arousal can be assessed by

• Autonomic measures: heart rate variability
(HRV; Beauchaine and Thayer24),
electrodermal responding.25

• Cognitive measures: psychomotor vigilance
task26 and the Vigilance Algorithm Leipzig
(VIGALL); where different EEG vigilance
stages from full alertness to sleep onset can be
separated during rest.27,28,29,30

• Psychological measures: the Arousal
Predisposition Scale31 and the Scale of Trait
Arousability.32

This part of the chapter presents examples of
different psychoepathoephysiological pro-
posed mechanisms that potentially can
contribute to discoordination of arousal regula-
tory systems, leading to hyper or hypo arousal
in different psychiatric disorders.

PSYCHIATRIC DISORDERS
ASSOCIATED WITH
HYPERAROUSAL

Major depressive disorder (MDD) is a mental
disorder characterized by at least 2 weeks of
pervasive depressed mood, loss of pleasure in
daily activities, weight loss, insomnia, agitation,
fatigue, feelings of worthlessness or guilt, atten-
tional problems, thoughts of death, and suicidal
ideation.33

The arousal regulation model of affective dis-
orders denotes that the upregulation of
arousaldnegative emotional arousaldis a cen-
tral pathogenic factor in MDD. This is paradoxi-
cal at first glance, but this model provides a
simple explanation, that withdrawal and sensa-
tion avoidance in depression are proposed to
be a reaction to the tonically high brain arousal.
It explains several clinical phenomena typically
seen in MDD such as prolonged sleep onset la-
tencies, avoidance of arousal-increasing external
stimulation and the response to therapeutic sleep
deprivation.34 In line with this model,
wakefulness-promoting cytokines, “especially
IL-13,” were found to be significantly associated

with hyper-stable EEG vigilance recording in
MDD patients.29

Severe depression drastically reduces the
amount of time spent in Stage 4 (delta) sleep.
Furthermore, depressed patients have more
reduced rapid eye movements (REM) sleep, and
REM sleep occurs earlier in the night (reduced
REM latency), indicating increased arousal.35

This can open the door for future evaluation of
vigilance measures as a biomarker in MDD.

Zobel and colleagues found that genetic fac-
tors, elevated neuroticism, and HPA dysregula-
tion moderate as risk factors for depressive
disorders and also reflect a predisposition to-
ward coping less effectively with stress and its
related challenges.36 Animal evidence indicates
that stress exacerbates the effects of reduced
brain-derived neurotrophic factor (BDNF) on
both hippocampal networks and autonomic
arousal.37

The effects of the interaction of the BDNF
Val66Met polymorphism and exposure to early
life stressors (ELS) on neural circuitry and auto-
nomic arousal pathways that in turn predict syn-
dromal depression and anxiety have been
identified by Gatt et al. They found that BDNF
Met carriers exposed to greater ELS have smaller
hippocampal and amygdala volumes (P ¼ .013),
heart rate (HR) elevations (P ¼ .0002), and a
decline in working memory (P ¼ .022), also the
combination of Met carrier status and exposure
to ELS predicted reduced gray matter in hippo-
campus (P < .001), and associated lateral pre-
frontal cortex (P < .001) and, in turn, higher
depression (P ¼ .005). Higher depression was
associated with poorer working memory
(P ¼ .005) and slowed response speed. The
BDNF MeteELS interaction also predicted
elevated neuroticism and higher depression
and anxiety by elevations in body arousal
(P < .001).38

Schmidt et al. studied arousal regulation be-
tween depressed patients and healthy controls
and also responders and nonresponders to anti-
depressant “Escitalopram” using the VIGALL
2.1. In 65 unmedicated depressed patients; 15-
min resting-state EEGs was recorded. In 57 pa-
tients, an additional EEG was recorded
14 � 1 days following onset of escitalopram.
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There were 29 responders and 36 nonresponders.
They found that responders and nonresponders
differed in distribution of overall EEG vigilance
stages (P ¼ .009), with responders showing
significantly more high vigilance stage A and
less low vigilance stage B. They concluded that
responders to antidepressants show a higher
brain arousal level compared to nonresponders
and that could confirm the hypothesis of a higher
brain arousal level in responders compared to
nonresponders to antidepressant treatment.39

Olbrich et al. investigated the hypothesis of a
decline in CNS and autonomic nervous system
(ANS) arousal by treating depressed patients
with selective serotonin reuptake inhibitor
(SSRI). The data were derived from a small, inde-
pendent exploratory dataset (N ¼ 25) and repli-
cated using data from the randomized
international Study to Predict Optimized Treat-
ment Response in Depression (iSPOT-D;
N ¼ 1008). CNS arousal was assessed using VIG-
ALL (see previously). Analysis of the explor-
atory dataset revealed a significantly more
negative CNS arousal slope (P < .03; Cohen’s
d ¼ 0.84) and a trend for a faster declining ANS
arousal (P < .06; Cohen’s d ¼ 0.94) in responders
compared with nonresponders to SSRI treatment
after 2 weeks. Analysis of iSPOT dataset results
were not significant for CNS arousal slope
(P ¼ .57; Cohen’s d ¼ 0.34) but were for ANS
arousal slope (P < .04; Cohen’s d ¼ 0.86).40

Taken exploratory dataset and iSPOT dataset
together, when the means of ANS and CNS
arousal parameters were used to assign subjects
to SSRI or SNRI treatment retrospectively,
response rates for SSRI treatment increased
from 63.5% to 73.3%, and remission rate
increased from 47.1% to 58.4%. For treatment
with the SNRI, response rates increased from
64.7% to 72.3%, and remission rates increased
from 43.2% to 46.5%. These findings underline
the importance of the RDoC announced by the
National Institutes of Health and validate CNS
and ANS arousal systems as future potential pre-
dictive biomarkers to guide positive treatment
outcome in MDD patients.40

Acute stress disorder (ASD) characterized by
presence of nine (or more) of symptoms from
any of the five categories of intrusion, negative

mood, dissociation, avoidance, and arousal,
beginning or worsening after the traumatic
event(s), experienced during the first month of
the trauma. Arousal symptoms include sleep
disturbance, irritable behavior, and angry out-
bursts (with little or no provocation), typically
expressed as verbal or physical aggression to-
ward people or objects, hypervigilance, prob-
lems with concentration, and/or exaggerated
startle response.33

Recent evidence points to hyperarousal being
a critical component of the acute trauma
response, and that hyperarousal is associated
with acute psychopathology levels. Nixon and
Bryant provide evidence that re-experiencing is
directly associated with elevated states of
arousal, by investigating Civilian trauma survi-
vors with (n ¼ 18) and without ASD (n ¼ 14), us-
ing hyperventilation provocation test (HVPT)
and Physical Reactions Scale (PRS). They found
that significantly more ASD participants
described flashback experiences (72%) than
non-ASD participants (29%), c2(1, n ¼ 32) ¼
4.40, P < .05. Similarly, ASD participants were
more distressed as a result of the HVPT proced-
ure (72%) than non-ASD participants (7%), c2(1,
n ¼ 32) ¼ 11.04, P < .001. ASD participants had
more intense flashback-type experiences
(M ¼ 2.23 � 0.73) than non-ASD participants
(M ¼ 1.25 � 0.50, t(15) ¼ 2.50, P < .05).41

ASD participants reported higher arousal as a
result of the HVPT on the PRS
(M ¼ 17.28 � 11.91) than non-ASD participants
(M ¼ 9.36 � 9.24, t(30) ¼ 2.05, P ¼ .05). ASD par-
ticipants reported greater avoidance of trauma-
related thoughts during the experiment
(M ¼ 6.04 � 2.33) than non-ASD participants
(M ¼ 3.67 � 1.99, t(30) ¼ 3.05, P < .005). Pearson
correlations indicated that the number of intru-
sions was positively correlated with PRS scores
(r ¼ 0.42, P < .05). The findings provide evidence
that re-experiencing of the trauma is directly
associated with elevated states of arousal.41

Stress Trauma Symptoms Arousal Regulation
Treatment (START) is a short manualized struc-
tured intervention to stabilize and modulate
arousal for highly stressed minor refugees
through working with them immediately on
arrival to Germany. It is used for children and
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adolescents suffering from intense stress and
acute tension or desperation. START was
accepted by the refugee children and adolescents
and observed to reduce stress in children and su-
pervising professionals. Its efficacy and effective-
ness are currently targets of a standardized
pre- and post-test evaluation.42

Posttraumatic stress disorder (PTSD) criteria
include exposure to a stressor beyond the normal
range of human experience, symptoms clus-
tering in three areas that interfere with daily
functioning: re-experiencing the trauma, avoid-
ing the stimuli associated with the trauma, and
experiencing increased arousal levels. Those
symptoms typically remain more than 4 weeks.33

Hyperarousal can manifest itself as sleep diffi-
culties, hypervigilance, startle response, and
intrusive thoughts.43

PTSD brain dysfunction has been presented
under a frontolimbic model that includes the
amygdala, medial prefrontal cortex (mPFC),
and hippocampus as core-implicated structures.
This model explained that an overactive amyg-
dala is responsible for heightened arousal and
exaggerated fear, aggravated by loss of top-
down inhibition due to a dysfunctional mPFC;
the hippocampus fails to identify safe or other-
wise nonthreatening situations thereby contrib-
uting to avoidance and re-experiencing.44

Akiki et al.45 tried to present the evidence of
functional alterations in the broader framework
of large-scale network dysfunctiondthe salience
network (SN), which is involved in the detection
of salient internal and external stimuli. Core
structures that are part of the SN are the amyg-
dala, insula, and dorsal anterior cingulate cortex.
Within the SN, based on the perceived threat
level, the anterior insula is thought to modulate
the dynamics between central executive network
(the middle frontal gyrus, precuneus, and parts
of the premotor cortex) and default mode
network (posterior cingulate cortex, ventrome-
dial prefrontal cortex, and medial temporal
lobe, including the hippocampus). Conse-
quently, this dysfunction in the SN may alter
the threat detection functions and could underlie
behaviors such as hyperarousal.45

BDNF, which is known to regulate neuronal
survival, growth, differentiation, and synapse

formation hence the plasticity of the brain, can
also regulate the stress response. It has been
implicated in a number of psychiatric disorders,
such as MDD and PTSD. A common single-
nucleotide polymorphism in the BDNF gene
leading a valine to methionine substitution at po-
sition 66 (Val66Met) influences human hippo-
campal volume, memory, and susceptibility to
PTSD.46,47

Startle is a core symptom of hyperarousal in
PTSD observed to be associated with polymor-
phism. The association between BDNF Val66Met
and the startle score of PTSD Checklist has been
studied by Zhang et al. Met/Met frequency dis-
tribution was significantly different between
subjects with and without exaggerated startle.
The frequency of the Met/Met genotype was
almost fourfold (12.2% vs. 3.3%) higher in sub-
jects with exaggerated startle than in those
without exaggerated startle. In addition, the fre-
quency of the Met allele was higher in subjects
with exaggerated startle than in those without
exaggerated startle (24.4% vs. 15.3%), indicating
that Met/Met is associated with hyperarousal
vulnerability.48

Chronic hyperarousal can lead to abnormal
levels of stress-related hormones such as norepi-
nephrine and cortisol or change in the number or
sensitivity of receptors to these substances as it
makes victims of past traumatic events more
vulnerable to current life stressors through a pro-
cess of sensitization or it may alter certain
brain structures, such as the hippocampus.49

There is evidence that corticotropin releasing fac-
tor (CRF) and norepinephrine (NE) interact to in-
crease fear conditioning and encoding of
emotional memories, through a feedforward cir-
cuit connecting the amygdala and the hypothal-
amus with the LC, to enhance arousal and
vigilance and integrate endocrine and autonomic
responses to stress.50

Baker et al. measured CRF in CSF using serial
cerebrospinal fluid (CSF) sampling in a group of
11 combat veterans with PTSD and 12 matched
normal volunteers, they found high basal CSF
CRH concentrations in veterans than in normal
subjects (55.2 pg/mL � 16.4 vs. 42.3 pg/
mL � 15.6); no correlation was found between
CSF CRH concentrations and PTSD symptoms,
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while there was no significant difference between
groups in 24-h urinary-free cortisol excretion, the
correlation between 24-h urinary-free cortisol
excretion, and PTSD symptoms was negative
and significant (Baker et al., 1999). In various an-
imal models, increased CNS CRF activity may
promote certain cardinal features of PTSD, as
conditioned fear responses, increased startle
reactivity, sensitization to exposure to stressors,
and hyperarousal.50

Several studies have demonstrated the efficacy
of alpha-1 adrenergic blocker in reducing night-
mares and hyperarousal related to PTSD. Raskind
and colleagues tested 10Vietnam combat veterans
with chronic PTSD and severe trauma-related
nightmares, using prazosin and placebo in a 20-
week double-blind crossover protocol. They
found that subjects were more improved when
they were taking prazosin (M ¼ 9.5 mg/day at
bedtime �0.5) than when they were taking pla-
cebo on the primary outcome measures of night-
mares, sleep disturbance, and global change in
PTSD severity and functional status. Moreover,
prazosin was more effective for re-experiencing,
avoidance, and hyperarousal symptom cluster
scores as well as total scores on the Clinician-
Administered PTSD Scale. Effect size analyses
for dependent variables showed robust and clini-
cally meaningful reductions in symptoms across
all outcomes measured.51

It is hypothesized that yohimbine (an alpha-2
adrenergic receptor antagonist) increases norad-
renergic activity and so emotional distress dur-
ing prolonged exposure therapy (PE), which is
considered a gold-standard treatment for PTSD.
Yohimbine facilitates enhanced emotional
engagement with trauma memories in PTSD so
that PE “can correct information by pairing
them with distress for new learning to occur”.52

Tuerk and colleagues52 conducted a random-
ized placebo-controlled double-blind clinical
trial for 5 years. The trial investigated the effects
of pairing one 21.6 mg oral dose of yohimbine
with the first imaginal exposure in PE on
trauma-related HR reactivity (primary outcome)
and on the slope of patient-rated PTSD, depres-
sion, and exposure-related distress throughout
the remaining course of treatment (secondary
outcomes) in the intention-to-treat sample.

The sample consisted of 26 male combat veter-
ans of Operations Enduring Freedom and Iraqi
Freedom, they found that participants random-
ized to yohimbine weremore likely to experience
an increase in HR from the time of drug admin-
istration to 1 h later, compared with placebo
(c2 ¼ 3.91, N ¼ 26, P < .04, adj. P ¼ .09), with
43% of the yohimbine group, and only 8% of
the placebo group experiencing an increase of
at least five beats per minute. Participants ran-
domized to yohimbine also evidenced increased
systolic BP 1 h after drug administration
compared with placebo (t ¼ 2.17, df ¼ 23,
P ¼ .02, adj. P ¼ .04, d ¼ 0.66), with an average in-
crease of 7.5 mm Hg (�8.06, 95% confidence in-
terval [CI]: 2.85e12.15) and no increase for
placebo, 0.58 mm Hg (�7.23, 95% CI: �4.01 to
5.18). Yohimbine resulted in increased physio-
logical arousal and subjective distress during
the drug/exposure visit compared with placebo
led to significantly lower trauma-cued HR reac-
tivity 1 week after administration and greater be-
tween- and within-session declines in distress.52

Further studies are needed to replicate the
findings.

Generalized anxiety disorder (GAD) is charac-
terized by excessive anxiety or worry over more
than 6 months. That is present most of the time
regarding many activities with inability to
manage these symptoms and at least three of
the following: restlessness, fatigue, problems
concentrating, irritability, muscle tension, and
problems with sleep. These symptoms result in
problems with functioning.33 To diagnose GAD
using ICD-10, at least one from autonomic
arousal symptoms must be preset (palpitations
or pounding heart or accelerated HR, sweating,
trembling or shaking, dry mouth [not due to
medication or dehydration]).

Barlow has termed the fundamental process to
conceptually understand anxiety disorders as
“anxious apprehension.” Anxious apprehension
refers to a future-oriented mood state in which
one becomes ready or prepared in an attempt
to cope with upcoming negative events. This
mood state is associated with a state of high
negative affect and chronic overarousal, a sense
of uncontrollability, and an attentional focus on
threat-related stimuli. The content of anxious
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apprehension varies from disorder to disorder
(e.g., anxiety over future panic attacks in panic
disorder, anxiety over possible negative social
evaluation in social phobia).53

Pathological worry shifts the nature of the
cognition toward negative verbal thoughts as
denoted by “the Cognitive Avoidance Theory,”
which proposes that worry is implemented by
patients as an avoidance strategy, aimed at con-
trolling physiological arousal engendered by
anxiety.54,55 Makovac and colleagues used
resting-state functional magnetic resonance im-
aging and measure HR variability (HRV) in 19
patients with GAD and 21 control subjects to
define neural correlates of autonomic and cogni-
tive responses before and after induction of
perseverative cognition.

They found that patients with GAD have
higher HR compared with the healthy control
(67.35 � 8.83 vs. 61.65 � 7.63, P < .001), with
baseline HR being lower compared with HR af-
ter the induction (63.84 � 9.3 vs. 65.37 � 8.63,
P < .05). Compared with HC subjects, patients
with GAD reported lower connectivity between
the right amygdala and right superior frontal gy-
rus, right paracingulate/anterior cingulate cor-
tex, and right supramarginal gyrus. They link
functional brain mechanisms to parasympathetic
autonomic dyscontrol, highlighting overlap be-
tween cognitive and autonomic responses in pa-
tients with GAD.56

One of the two principal components that
should form the targets of a treatment interven-
tion for GAD is the persistent overarousal
accompanying the uncontrollable worry. Brown
and colleagues’ relaxation training in their treat-
ment protocol for GAD taught patients the ratio-
nale that relaxation is aimed at alleviating the
symptoms associated with the physiological
component of anxiety, partly via the interruption
of the learned association between autonomic
overarousal and worry.57

Obsessiveecompulsive disorder (OCD) is
characterized by presence of obsessions, compul-
sions, or both. Obsessions are defined by recur-
rent, persistent, intrusive and unwanted
thoughts, urges, or impulses, causing marked
anxiety or distress, and the individual attempts
to ignore, neutralize, or suppress such thoughts,
urges, or images, with some other thought or

action. Compulsions are defined by repetitive be-
haviors or mental acts that the individual feels
driven to perform in response to an obsession
or according to rules that must be applied
rigidly; they are aimed at preventing or reducing
anxiety or distress.33

The neurobiological basis of emotional experi-
ence is based on the interaction between the
limbic brain areas and prefrontal control mecha-
nisms to appraise salient stimuli and adequately
regulate emotional responses; exaggerated anxi-
ety in OCD has been linked to functional changes
in these brain areas.58,59 Besides abnormal neural
activity in those brain areas during threat pro-
cessing, clinical anxiety is also characterized by
excess attention to threatening stimuli; enhanced
processing of phobic stimuli is reflected in the
late positive potential (LPP) in the event-related
potential (ERP). The LPP shows its maximum ef-
fect over centro-parietal scalp sites and is
enhanced by emotional compared with neutral
pictures.60

This was investigated by Paul et al.61 24 pa-
tients with OCD and 24 HC were studied using
ERPs to disorder-relevant, to record aversive
and neutral pictures while participants were
instructed to either maintain or reduce emotional
responding using cognitive distraction or cogni-
tive reappraisal. They found that relative to OCD
patients, HCs showed greater regulation effects
in the LPP for both distraction (t(46) ¼ 2.25,
P ¼ .03) and reappraisal (t(46) ¼ 1.81, P ¼ .08).
OCD patients rated aversive pictures as less
arousing when using reappraisal compared
with distraction (t(23) ¼ 3.18, P ¼ .01), which
was absent in HCs (P ¼ .99), and only distraction
reduced arousal in response to neutral pictures
in HC (t(23) ¼ 2.53, P ¼ .06), while reappraisal
failed to reach significance (P ¼ .17). This should
draw more attention for further investigation
because quickly responding to aversive stimuli
has proven to be critical for survival.61

Further studies showed morphometric gray
matter abnormalities in regions associated with
the frontal-subcortical loops, and functional neu-
roimaging studies demonstrated activation of
the orbitofrontal and anterior cingulated loops
that are associated with provocation of OCD
symptoms.62 Gonçalves et al. investigated 15 pa-
tients with OCD, and 12 healthy controls

PSYCHIATRIC DISORDERS ASSOCIATED WITH HYPERAROUSAL 11



underwent functional magnetic resonance imag-
ing acquisition while being exposed to emotional
pictures, with different levels of arousal. They
found that patients with OCD when compared
with healthy controls showed significantly less
activation in the superior occipital gyrus, the
right precentral gyrus, left paracentral lobule,
left superior occipital gyrus, and left fusiform gy-
rus. That means OCD patients show evidence of
altered basic survival circuits, particularly those
associated with the visual processing of the
physical characteristics of emotional stimuli.63

Olbrich et al.64 studied unmedicated OCD pa-
tients altered vigilance regulation during a 15-
min resting-state EEG recording in comparison
to healthy controls. Thirty OCD patients and 33
HC enrolled. The post-hoc Scheffé test revealed
a significantly higher EEG vigilance for OCD pa-
tients in comparison to HCs for minutes 9e12
(P < .003).64 This finding may be in line with
study showed increased cortisol and adrenocor-
ticotropic hormone,65 which represents the
neuro-endocrinological analogy of altered EEG
vigilance regulation in OCD.

Differences in sleep behavior have been docu-
mented in patients with OCD, especially delayed
sleep phase disorder (DSPD) in patients with se-
vere OCD.66 Nota et al. examined quantitative
information about the sleep of patients with
OCD in comparison to healthy individuals by
doing a meta-analysis including 12 articles.
They found that sleep duration was shorter in in-
dividuals with OCD compared with healthy in-
dividuals. The magnitude of this difference is
in the medium range (g ¼ �0.60; 95% CI: �0.90
to �0.31); heterogeneity among studies was low
and not statistically significant (Q ¼ 11.81,
P ¼ .22; I2 ¼ 23.81%), and the prevalence of
DSPD in the individuals with OCD was also
significantly greater than healthy individuals.
The magnitude of this difference is large
(g ¼ 2.28; 95% CI: 1.28, 3.27); heterogeneity
among studies was moderate but not statistically
significant (Q ¼ 4.72, P ¼ .09; I2 ¼ 57.61%). 67

Further studies are needed to clarify these
findings.

A retrospective study was performed by
Dohrmann et al. to examine whether EEG-
based CNS arousal markers differ for patients

suffering from OCD that either respond or do
not respond to cognitive behavioral therapy
(CBT), SSRIs, or their combination using VIG-
ALL, and to identify specific response-
predictors for the different therapy approaches,
Clinical Global Impression scores were used to
assess response or nonresponse after 3e
6 months following therapy (CBT, n ¼ 18; SSRI,
n ¼ 11; or combination, n ¼ 22). Fifty-one pa-
tients enrolled. These results revealed that there
is a significant difference between responders
and nonresponders only for stage 0 with F(1,
49) ¼ 5.76, P < .02, but for no other stage, re-
sponders spent significant less time at highest
CNS-arousal stage 0. Comparisons between the
wakefulness profiles of responders of the three
treatment groups revealed that subjects with
lowest wakefulness profiles (i.e., lowest amounts
of high arousal stages) were more likely to
respond to a combined treatment approach
than to SSRI or CBT treatment alone.68

CONDITIONS FEATURING
AROUSAL DYSREGULATION

Bipolar affective disorder involves the alterna-
tion between manic, hypomanic, and depressive
episodes. Manic episodes are characterized by
abnormally elevated mood lasting at least
1 week, together with inflated self-esteem, talka-
tiveness, and flight of ideas, distractibility,
increased goal-directed activity, decreased need
for sleep, and excessive involvement in pleasur-
able activities. Hypomania is distinct frommania
in that there is no significant functional impair-
ment and lasting at least four consecutive days.33

The vigilance regulation model denotes that in
vulnerable subjects, “genetically” an unstable
vigilancedthe term vigilance denotes tonic
neurophysiologic arousaldinduces exaggerated
autoregulatory behavior “sensation and novelty
seeking, hyperactivity, talkativeness, distracti-
bility, and impulsivity.” This behavior overrides
the physiological tendency to seek sleep, thus
aggravating the sleep deficits and therefore the
instability of vigilance. A pathogenic vicious cir-
cle is started, which then contributes to full-
blown mania.34
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HRV as one of arousal regulation measures
has been reviewed by Faurholt-Jepsen et al. in a
meta-analysis included 15 articles, for it being
an important risk factor for coronary heart dis-
ease, atherosclerosis, heart failure, and arrhyth-
mias when it is reduced. Reduced HRV
(g ¼ �1.77, 95% CI: �2.46 to �1.09, P < .001, 10
comparisons, n ¼ 1581) was observed in patients
with bipolar disorder compared with healthy
control individuals.69 It is possible that a reduced
HRV in bipolar disorder could predict sudden
cardiac death in this population, further prospec-
tive and retrospective studies are needed to
further investigate it.

Wittekind and colleagues investigated brain
arousal regulation in different affective episodes
in patients with bipolar disorder using VIGALL
(see previously). Twenty-eight patients with bi-
polar disorder received a 15-min resting EEG
during a depressive episode, 19 patients received
the same during a manic/hypomanic episode
and 28 healthy control subjects. When
comparing patients and controls, unstable
arousal regulation was highest in patients with
manic episodes, who showed significantly less
stable arousal regulation than controls
(P ¼ .004, h2 ¼ 0.168); however, patients with
depressive episodes showed significantly more
stable arousal regulation than patients with
manic episodes (P � .001, h2 ¼ 0.257). By
comparing the groups, they revealed that manic
patients had the lowest vigilance level, with the
mean vigilance values being significantly lower
than that in the control sample (F(1, 45) ¼ 4.981,
P ¼ .031, h2 ¼ 0.100), while depressive patients
showed the highest vigilance level with a signif-
icantly higher mean vigilance than both manic
patients (F(1, 45) ¼ 19.246, P � .001, h2 ¼ 0.300)
and healthy controls (F(1, 54) ¼ 4.213, P ¼ .045,
h2 ¼ 0.072).70

Brain arousal-stabilizing drugs have been
studied in the last decade for their potential to
stabilize vigilance dysregulation in manic and
attention deficit hyperactivity disorder (ADHD)
patients.71e77 Based on these findings, an inter-
national randomized placebo-controlled clinical
trial was started to assess efficacy and safety of
treatment with methylphenidate in mania.78

Forty-two patients were randomly assigned to

receive 20e40 mg per day of methylphenidate
or placebo. Futility was declared for methylphe-
nidate, as there was no significant difference be-
tween both groups F(1, 37) ¼ 0.23; P ¼ .64;
difference from placebo ¼ �4.50 points; effect
size (Cohen’s d) ¼ �0.48; 95% CI: �1.08 to 0.14.
Given this result, the randomized controlled trial
was stopped.79

Those results are in line with the cohort done
using linked Swedish national registries on
2307 adults with bipolar disorder who initiated
therapy with methylphenidate between 2006
and 2014. They found that manic patients on
methylphenidate monotherapy displayed an
increased rate of manic episodes within
3 months of medication initiation (hazard
ratio ¼ 6.7, 95% CI: 2.0e22.4), while patients tak-
ing mood stabilizers, the risk of mania was lower
after starting methylphenidate (hazard
ratio ¼ 0.6, 95% CI: 0.4e0.9).80

PSYCHIATRIC DISORDERS
ASSOCIATED WITH HYPOAROUSAL

ADHD is childhood-onset psychiatric disor-
der, which is characterized by age-
inappropriate levels of the core symptoms
inattention, hyperactivity, and impulsivity.33

The presentation specifiers for ADHD are pre-
dominantly inattentive subtype and predomi-
nantly hyperactiveeimpulsive subtype. The
inattentive subtype can be explained by unstable
arousal regulation. In the combined presenta-
tion, additional autoregulatory aspects super-
vene with sensation seeking and hyperactivity
as an attempt to stabilize arousal, according to
vigilance regulation model “which denotes that
in vulnerable subjects an unstable vigilance in-
duces exaggerated autoregulatory behavior as
hyperactivity, talkativeness, and distractibility,”
so we can explain hyperactivity not as a primary
disorder per se, but as an auto-regulatory
response, which may or may not be present.81e83

Hypoarousal in ADHD has been documented
for many years started by the work of Satterfield
and Dawson; they illustrated a lower general
skin conductance leveldan established indicator
of autonomic arousaldin ADHD patients at
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rest.84 Several resting EEG studies have also sug-
gested ADHD-associated hypoarousal in chil-
dren and adults by demonstrating excess of
slow frequencies, especially increased theta and
reduced faster alpha and beta activities.85e87

The increased ratio of theta-to-beta activity
(TBA) during rest has perceived as a marker of
the disorder indicating hypo arousal.88e90

Further studies are needed to examine TBA
and its correlation to executive functions.91e93

Unstable vigilance and behavioral variability
in ADHD might be due to altered connectivity
between regions of the default mode network,
which is a distributed set of brain regions in fron-
tal (inferior frontal cortex), parietal (precuneus,
inferior parietal cortex), temporal (inferior tem-
poral gyrus, amygdala), andmedial regions.94e96

When arousal mechanisms are performing at a
low level, it is claimed that arousal-related neu-
rons utilizing NE and DA and pyramidal neu-
rons in the prefrontal cortex are unable to
distinguish important neuronal signals from un-
important signals. These patients cannot focus
on one thing and cannot sustain attention
because it is easy to be distracted from one signal
to another, as if all signals are the same.97

Psychostimulants therapeutic effects are well
established in treatment of ADHD. The rapid ef-
fects of stimulants could be explained by their
arousal-stabilizing properties, which could inter-
rupt the autoregulatory hyperactivity and
sensation-seeking behavior.98e100This effect was
documented by reduction of EEG slow-wave ac-
tivity under treatment.101 Children having less
beta activity show a good response to treatment
with methylphenidate.102

Ludyga and colleagues103 examined the effect
of acute moderately intense aerobic exercise on
cognitive flexibility and task-related HRV in
children with ADHD (n ¼ 18) and healthy
controls (n ¼ 18) in a cross-over design. The
analysis indicated a lower HR during cog-
nitive testing following the control condition
(78.8 � 10.3 bpm) compared with aerobic exer-
cise (85.8 � 10.2 bpm); F(1, 32) ¼ 26.5, P < .001,
h2 ¼ 0.45. Regarding the acute effects of exercise
on task performance, the results revealed a
significant multivariate main effect for condi-
tion, Wilks’s l ¼ 0.725, F(4, 29) ¼ 2.8, P ¼ .047,

h2 ¼ 0.28, and power to detect the effect was
0.68, these effects indicated higher scores
following aerobic exercise compared with the
control condition. In this respect, acute intense
aerobic exercise might be seen as a complemen-
tary treatment, which allows a temporary
enhancement of executive function beyond the
normal range.103 Further studies are needed to
replicate the finding.

SUMMARY

Changes in arousal are associated with many
neuropsychiatric disorders. For example, hyper-
arousal is associated with major depression,
GAD, and PTSD; while hypoarousal correlates
with ADHD. Arousal can be assessed by cogni-
tive, psychological, or autonomic measures.
Shedding the light on the brain mechanisms for
fine tuning of arousal levels potentially can
help in the understanding and treatment of
certain psychiatric disorders.
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INTRODUCTION

“Resilience” can be defined as the ability to
achieve a successful outcome in the face of
adversity. The purpose of this chapter is to put
the concept of resilience into the context of the
reciprocal communication between the brain
and the body via neuroendocrine, autonomic,
immune, and metabolic mechanisms viewed
over the life course. What do we need to know?
First, we need to understand the nonlinear, recip-
rocal communication between brain and body
that promotes adaptation to a changing physical
and social environment, often called “stress,” but
which also can lead to pathophysiology when
over used and/or dysregulated. Second, it is
important to understand the epigenetic plasticity
and vulnerability of the brain. Finally, since

development over the life course is a “one-way
street,” we need to understand that “reversal”
is not possible and appreciate how resilience,
recovery, and redirection are key to promoting
a favorable trajectory over lifespan. There are a
growing number of interventions that appear to
promote beneficial changes in trajectory.

KEY POINTS

• “Resilience” can be defined as the ability to
achieve a successful outcome in the face of
adversity.

• This is particularly relevant to the brain,
which is the central organ of stress and
adaptation to stress because it perceives
threatening challenges and determines
physiological and behavioral responses.
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• The brain together with the
neuroendocrine, immune, autonomic, and
metabolic systems controls “allostasis”
(stability through adaptive physiological
change) that maintains “homeostasis”
(physiological equilibrium through
stability).

• Chronic stress and resulting changes in
health-related behaviors such as diet,
physical activity, and sleep contributes to
pathophysiology (“allostatic load/
overload”).

• The mature, as well as developing brain,
possess a remarkable ability to show
structural and functional plasticity and
resilience in response to stressful
experiences, by way of neuronal
replacement, dendritic remodeling, and
synapse turnover.

• However, the life course is a “one-way
street” and gene expression is continually
changing via epigenetic mechanisms; one
cannot “roll back the clock” and “reverse”
change but rather promote “recovery” and
“resilience.”

• The purpose of this chapter is to put the
concept of resilience into the context of
the reciprocal communication between the
brain and the body via neuroendocrine,
autonomic, immune, and metabolic
mechanisms and to discuss intervention
strategies to promote brain and body
health.

Brain-Body Basics

In talking about resilience we often refer to the
response to stress, which, however, is an ambig-
uous word. A more biological way of looking at
stress is embodied in the concepts of “allostasis”
and “allostatic load/overload” that are described
later after distinguishing “good stress” from
“tolerable stress” and from “toxic stress” based
on definitions from the National Scientific
Council for the Developing Child (http://
developingchild.harvard.edu/science/national-
scientific-council-on-the-developing-child/).

Good stress involves our taking a chance on
something one wants, like interviewing for a
job or school, or giving a talk before strangers,
and feeling rewarded when we are successful.
Tolerable stress means that something bad hap-
pens, like losing a job or death of a loved one,
but we have the personal resources and support
systems to weather the storm. Toxic stress refers
to the response to a major life event where the
individual does not have the personal resources
or support systems, and, as a result, lacks a sense
of control, leading to mental and physical health
problems over time, particularly if the situation
is not resolved.

Now let us put these three forms of stress into
a biological and behavioral context. We know
that “homeostasis” means the physiological
state that the body maintains to keep us alived
that is, body temperature and pH within a
narrow range and adequate oxygen supply. In
order to maintain homeostasis, our body acti-
vates hormone secretion and turns on our
autonomic and central nervous system (we call
these “mediators” like cortisol, adrenalin, the
immune system and metabolism) to help us
adapt, for example, when we get out of bed in
the morning, walk up a flight of stairs, or have
a conversation. These systems are also turned
on when we are surprised by something unex-
pected, or get into an argument, or run to catch
a train. Some of these experiences we may refer
to as “stressful” but others we do not. So using
the word stress does not really recognize all of
the underlying biology.

The mediators help us adapt as long as they
are turned on in a balanced way when we need
them and then turned off again when the chal-
lenge is over. When that does not happen, they
can cause unhealthy changes in brain and body.
This is also the case when the mediators are not
produced in an orchestrated and balanced
manner; for example, too much or too little
cortisol or an elevated or too low blood pressure.
When this happens and continues over weeks
and months, we call it allostatic load to refer to
the wear and tear on the body that results from
the chronic overuse and imbalance of the media-
tors. Accumulation of belly fat is an example, as
is the development of chronic hypertension.
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When the wear and tear is strongest we call it
allostatic overload, and this is what is occurring
in toxic stress. An example is when hyperten-
sion leads to coronary artery blockade. In fact,
belly fat contributes chemicals that accelerate
that coronary artery blockade. Note, however,
that we are talking not about one mediator,
like cortisol, but a host of mediators that are
all released in allostasis in a coordinated manner
to help us adapt but which can also cause
damage when overused and dysregulated as
described earlier. Because cortisol is well
known in relation to stress, its role is often
misunderstood.

We must go one step further and recognize
that bad health behaviors, often the result of a
stressful life style, like eating too much of the
wrong things, smoking, drinking, loneliness,
poor sleep, and lack of exercise, all contribute
to that hypertension, belly fat, and blockade of
coronary arteries. And they do so through the
same mediators that are activated to help us
adapt but that also, when overused and dysregu-
lated, cause allostatic load and overload.1,2

So themediators that help us adapt and enable
us to maintain our homeostasis and survive can
also contribute to well-known diseases of mod-
ern life. These ideas are the basis of the concepts
of allostasis and allostatic load/overload,
whereas they are not so obvious from the word
stress, which is usually explained as the “fight
or flight response” when we are, for example,
threatened by a mugger and run away. What
really affects our health and well-being are the
more subtle, gradual, and long-term influences
from our social and physical environment like
family and neighborhood chaos and conflict, de-
mands of a job, shift work and jet lag, sleeping
badly, living in an ugly, noisy, and polluted envi-
ronment, being lonely, not getting enough phys-
ical activity, eating too much of the wrong foods,
smoking, and drinking too much alcohol. All
these contribute to allostatic load and overload
through the same biological mediators that
help us adapt and keep us alive, and they shape
our brains.

Central Role of the Brain

The brain is the central organ of stress and
adaptation to stress because it perceives and de-
termines what is threatening, as well as the
behavioral and physiological responses to the
stressor, which promote adaptation (allostasis)
but also contribute to pathophysiology (allostatic
load/overload) when overused and dysregu-
lated. The brain “keeps the score” by storing
memories from bad as well as good experiences,
and yet the brain, working with the body, also
“knows what to do” to keep us alive if we give
it a chance by minimizing those subtle and
long-term influences that cause allostatic load
and overload.3 We call that the “wisdom of the
body,” and it refers back to allostasis, the active
process of biological adaptation, and its role in
maintaining homeostasis. Indeed the brain is a
plastic and vulnerable organ of the body and is
continually sculpted by experiences. The brain
is also a vulnerable organ, along with our heart,
liver, and kidneys and other organs. The brain
changes its architecture and function as part of
allostasis, and the development of the notion of
structural plasticity of the brain has come about
over the last half century with an accelerating
pace as will be described later! We also need to
consider where our genes fit in and understand
that they do not rigidly determine our destiny
but, rather, provide the foundation on which
our experiences shape our brains and bodies
over the life course via “epigenetic” mechanisms
that promote resilience. Finally, what does this
tell us about interventions to either prevent
adverse outcomes or redirect the brain and
body in a healthier direction?

Plasticity of the Adult and Developing
Brain

Long regarded as a rather static and unchang-
ing organ, except for electrophysiological
responsivity, such as long-term potentiation,4

the brain has gradually been recognized as
capable of undergoing rewiring after brain
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damage,5 and also able to grow and change as
seen by dendritic branching, angiogenesis, and
glial cell proliferation during cumulated experi-
ence.6,7 More specific physiological changes in
synaptic connectivity were also recognized in
relation to hormone action in the spinal cord,8

and in environmentally directed plasticity of
the adult songbird brain.9 Seasonally varying
neurogenesis in restricted areas of the adult
songbird brain is recognized as part of this plas-
ticity.10 Indeed, adult neurogenesis in the adult
mammalian brain was initially described11,12

and then suppressed,13 only to be rediscovered
in the dentate gyrus of the hippocampus14,15 in
the context of studies of neuron cell death and
actions of adrenal steroids and excitatory amino
acids in relation to stress. Neurogenesis in the
dentate gyrus has gone on to become a huge
topic related to effects of stress,16 exercise,17

enriched environment,18 antidepressants,19 and
learning andmemory.20 More than neurogenesis,
structural plasticity includes dendrite remodel-
ing, synapse formation, and synaptic pruning.
For example, a recent study shows how the brain
architecture of a mother is sculpted during preg-
nancy as part of the formation of attachment to
the child.21 Moreover, a musician’s brain de-
velops with enhanced size and connections of
sensory andmotor control regions of the cerebral
cortex!22

Stress-Induced Structural Plasticity

Our demonstration of stress-induced remodel-
ing of dendrites in hippocampal CA3 neurons
provided a neuroanatomical mechanism that
helped to explain behavioral effects of stress on
memory and related processes.23e28 These dis-
coveries have led to a cascade of investigations
in stress neurobiology that have increasing rele-
vance to human mental and physical health.
What these findings helped to demonstrate is
the remarkable feature of the adult as well as
developing brain, namely, recognition of its ca-
pacity for remodeling of dendrites, turnover of
synapses, and neurogenesis that began with the
enriched environment studies on brain cortex
thickness6,29 based on the work of Donald

Hebb.30 For stress-induced remodeling, which
can be mimicked by chronic glucocorticoid treat-
ment, excitatory amino acids, and other cellular
mediators are involved.25,31 What emerged from
this as well as the work of Robert Sapolsky that
emphasized damaging aspects of glucocorticoid
action on hippocampus mediated also by excit-
atory amino acids32e34 is an inverted U-shaped
dose-response curve (see Fig. 2.1) in which phys-
iological levels of glucocorticoids and excitatory
amino acids operate synergistically and benefi-
cially to facilitate long-term potentiation (LTP)
and memory, as shown by Constantine Pavlides
at Rockefeller University and also by David Dia-
mond35,36 over a short time frame of minutes to
hours and promote dendritic remodeling over a
time frame of weeks that shows resilience,25 but
acute traumatic events such as stroke, seizures,
and head trauma cause permanent damage and
neuron loss via synergy between glutamate and
glucocorticoids.33,37

The prefrontal cortex also responds to what
we can call “tolerable stress.” As an example,
in a group of medical student volunteers,
perceived stress, i.e., how much or little they
felt in control of their daily lives, revealed that
those with the highest perceived stress were
slower in doing a cognitive-flexibility test and
also had slower functional connectivity in a brain
circuit involving the prefrontal cortex when
tested in a functional magnetic resonance

FIGURE 2.1 Inverted U-shaped dose-response curve.
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imaging (MRI) machine.38 The reason we can call
this tolerable stress is that, after a vacation, these
impairments disappeared, showing the resil-
ience, at least of the young adult brain! Parallel
studies on an animal model of perceived stress
revealed shrinkage of neuronal dendrites and
reduction of synapses in the prefrontal cortex
that explained the deficits in cognitive
flexibility.39,40

To complete the present story of brain plas-
ticity we need to describe what happens in the
amygdala under the same stressors that cause
dendrites to shrink and synapses to be lost in
the prefrontal cortex and hippocampus, namely,
that dendrites in the basolateral amygdala grow
and become more branched and, as a result,
there is increased anxiety. This was discovered
in the laboratory of Sumantra Chattarji at the Na-
tional Centre for Biological Sciences in Banga-
lore, India.41 Of note, dendrites in the
orbitofrontal part of the prefrontal cortex also
expand with chronic stress, and there is
increased vigilance.39 In the short term, these
changes may be adaptive, as anxiety and vigi-
lance are adaptive in a dangerous or uncertain
environment; but, if the threat passes and the
behavioral state “gets stuck” and persists along
with the changes in neural circuitry, such malad-
aptation requires intervention to open “windows
of plasticity” with a combination of pharmaco-
logical and behavioral therapies.

A special example of plasticity relates to post-
traumatic stress disorder (PTSD). With Chattarji,
we found that a single, traumatic stressor causes
new synapses to form in basolateral amygdala
with a delay of a week or so that is accompanied
by a gradual increase in anxiety.42 This type of
delay is a feature of human PTSD. What we
have further shown with the Chattarji group is
that a timed elevation of cortisol at the time or,
or shortly after, a traumatic stressor actually pre-
vents the delayed increase in amygdala synapses
and anxiety-like behavior.43 Now there is evi-
dence for human PTSD that low cortisol at the
time of trauma, e.g., during open heart surgery
or after a traffic accident, is a risk factor and
that elevating cortisol during or right after
trauma can reduce later PTSD symptoms.44,45

Epigenetics

What are the mechanisms for these changes in
neuron structure and function? Indeed, they
involve changes in gene expression caused by
the stressful experience, and now the term
epigenetics is used to refer to how experiences
affect the brain and body to promote adaptation
or maladaptation. Epigenetics originally meant
something quite different, namely, the emer-
gence of characteristics as a fertilized egg de-
velops into a living organism characteristic of
that species.46 This is programmed into each
species, but the individual characteristics are
influenced by experiences, and that is where the
modern use of epigenetics comes from. An
example of this is a pair of identical twins with
genes that predispose them to schizophrenia or
bipolar illness. Even with the same DNA, the
probability that one twin will develop the disease
when the other twin gets it is only in the range of
40%e60%, which leaves plenty of room for expe-
riences and other environmental factors to either
prevent or precipitate the disorder. As an indica-
tor of this, the methylation patterns of DNA
diverge as identical twins grow older.47 Thus, epi-
genetics now meaning “above the genome,” that
is, not changing the genetic code, replaces and
makes unnecessary the old question: “which is
more important, genes or environment?” The
CpG methylation of DNA is now a well-known
form of epigenetic modification.48 Evidence
from CpG methylation of DNA indicates the
embedded influence of early adversity49 and
this will be discussed further later. But there are
other mechanisms that include histone modifica-
tions that repress or activate chromatin unfold-
ing50 and the actions of noncoding RNAs,51 as
well as transposons and retrotransposons52 and
RNA editing.53 We shall see how this plays out
for one brain region, the hippocampus.

Brain Gene Expression Is Continually
Changing

As the first extra-hypothalamic brain structure
recognized to have receptors for adrenal ste-
roids,54 the hippocampus is an important
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gateway for understanding the effects of gluco-
corticoids and stress on gene expression in the
brain. Recent technological advances have
allowed high-throughput analysis of gene
expression changes in response to stress.55 For
example, work by current postdoctoral fellow
Jason Gray, using a microarray analysis of whole
hippocampus after acute stress, chronic stress,
and stress recovery in mice, revealed that acute
and chronic stress modulate a core set of genes,
but that numerous changes are exclusive to
each condition, highlighting how duration and
intensity of stress alters reactivity.56 Further-
more, corticosterone injections do not yield the
same expression profile as acute stress, suggest-
ing that in vivo stressors activate a diverse set
of pathways independent of glucocorticoid re-
ceptor (GR) activation.56 Finally, characterization
of expression profiles after extended recovery
from 21 days of chronic stress showed that,
despite a normalization of anxiety-related be-
haviors, recovery did not represent a return to
the stress-naı̈ve baseline, but rather represents
a new state in which reactivity to a novel stressor
produces a unique expression profile.56

Studies in rats confirm that gene expression
profiles can vary significantly from the immedi-
ate end of stress to 24 h later57 and that chronic
stress can alter the transcriptional response to
an acute corticosterone injection in dentate gy-
rus, as shown in a collaboration with Dutch sci-
entists Nicole Datson and Ron de Kloet.58

Together, these studies demonstrate that a his-
tory of stress exposure can have a lasting impact
on future stress reactivity and hippocampal
function. It seems logical to assume that this gen-
eralizes to experiences that we have, whether or
not we call them stress.

Histone modifications are keys to epigenetic
regulation of gene expression. Besides the acety-
lation of histones involved in the upregulation of
mGlu2 gene expression described before, repres-
sive epigenetic modifications of histones are also
evident after acute and chronic stress, as shown
by Richard Hunter, now a faculty member at
UMass, Boston. Acute stress dramatically
increased the levels of H3K9 trimethylation
(H3K9me3) in the dentate gyrus (DG) and CA1,

while chronic restraint stress (CRS) for 21 days
abolished this effect. Treatment with fluoxetine
during CRS reversed the decrease in DG
H3K9me3.59 To dig deeply into the substantial,
regionally specific, increase in hippocampal
levels of the repressive histoneH3 lysine 9 trime-
thylation (H3K9me3), Hunter used ChIP
coupled with next-generation sequencing
(ChIP-Seq) to determine the genomic localization
of the H3K9me3 response. We found that acute
stress increases in H3K9me3 trapped and there-
fore repressed expression enrichment at trans-
posable element loci and, using RT-PCR, we
demonstrated that this effect represses expres-
sion of intracisternal-A particle endogenous
retrovirus elements and B2 short-interspersed el-
ements, but it does not appear to have a repres-
sive effect on long-interspersed element RNA.
In addition, the histone H3K9-specific methyl-
transferases Suv39h2 is upregulated by acute
stress in the hippocampus, and this may explain
the hippocampal specificity.60 This response may
represent a genomic stress response aimed at
maintaining genomic and transcriptional stabil-
ity in vulnerable brain regions such as the hippo-
campus, although the transposome might have
adaptive functions at the level of both evolution
and the individual organism.61

Development of the Capacity for
Resilience

Another important element so far in this dis-
cussion of stress is the influence of events early
in life and their epigenetic effects on brain and
body development in developing the capacity
for resilience. Michael Meaney has led the way
in demonstrating the important role of postnatal
maternal care in emotional and cognitive devel-
opment. Meaney and Robert Sapolsky investi-
gated ontogeny of glucocorticoid receptors in
the neonatal rat brain,62,63 which led them to
later investigate the ability of neonatal
“handling” of infant rats to slow down brain ag-
ing.64 Meaney went on to show that handling,65

i.e., separating pups from the mother for
10e20 min, increases maternal care when the
pups are returned. Going on to explore the role
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of maternal care, Meaney and Darlene Francis
showed that infant rats raised with a nurturing
mom develop less emotionality and great ability
to explore novel places and things, while pups
raised with an anxious mom that provides incon-
sistent care shows the opposite outcome.66 This
was done by Francis switching embryos in the
womb67 and also by cross-fostering pups postna-
tally between mothers of two mouse strains.68

Subsequently, it was shown that the consis-
tency of maternal care and not the amount has
the most positive effect.69 Indeed, chaos in the
nest has negative effects on the offspring as it
does in humans.70,71 Cross-fostering of infants
between good and badmoms alters the outcome,
pointing to what is now referred to as epigenetic
transgenerational behavioral transmission.66

John Kral at Downstate Medical Center,
Brooklyn, New York, introduced other forms of
transgenerational transmission of traitsdeven
before conception and during life in the womb,
paternal and maternal obesity can affect the
child.72,73 These may involve epigenetic changes
of the DNA of the sperm and egg that do not
alter the genetic code per se but, rather, how it
is read. In the case of parental obesity, this in-
creases the risk that the child will also become
obese.

Indeed, as noted, we cannot “roll back the
clock” and “reverse” the effects of experiences,
positive or negative. Rather, we must think of
“recovery” and “redirection” and “resilience,”
rather than “reversal”56 (see Fig. 2.2). We there-
fore think about “changing trajectories” of func-
tion resulting in compensatory changes in the
brain and body over the life course. A pediatri-
cian researcher at UCLA, Neal Halfon, has writ-
ten and spoken about “life course health
development,” or LCHD, as the most up-to-
date overview of medicine, contrasting that
with the view of “magic bullets” like penicillin
that revolutionized treatment of infectious dis-
ease but does not apply to antidepressants or
drugs, like statins, that help but do not “cure”
the in-principle preventable diseases of modern
life.74 Going beyond the psychosocial model
of how health behaviors and toxic stress

cause those diseases,75 LCHD notes the impor-
tance of events preconception, prenatally, and
throughout the life course in which income and
education have a huge influence. The determi-
nants of diabetes, depression, and dementia are
a good example of this.76

How the Brain Gets “Stuck”

Resilience is decreased and vulnerability is
increased by adverse childhood experiences
(ACE) and poverty that lead to “biological
embedding” of trajectories of response to stress-
ful life events77 throughout the life course,74

which contribute disproportionately to allostatic
overload in the form of physical and mental
health disorders over the life course and
impaired brain development.78,79

Depression and anxiety disorders, often exac-
erbated by early life adversity, illustrate loss of
resilience. This means that changes in brain cir-
cuitry and function, caused by the stressors
that precipitate the disorder, become “locked”
in a particular state and thus need external inter-
vention. Indeed, prolonged depression is associ-
ated with shrinkage of the hippocampus80,81 and
prefrontal cortex.82 While there appears to be no
neuronal loss, there is evidence for glial cell loss
and smaller neuronal cell nuclei,83,84 which is
consistent with a shrinking of the dendritic tree

FIGURE 2.2 Gene expression hippocampus after a
bolus of corticosterone compared to the effects of a novel
acute forced swim (FST) in naı̈ve, chronically restrained
(CRS) and recovered (Rec after CRS) showing largely
unique gene expression responses, indicating that the brain
is continually changing with experience. There is a set of
genes always activated by FST (e.g., immediately early
genes).56
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described previously after chronic stress. As far
as reversal of these changes, there are a few
studies that indicate that pharmacological
treatment reverses the decreased hippocampal
volume in unipolar85 and bipolar86 depression,
but the possible role of any concurrent
cognitive-behavioral therapy in these studies is
unclear.

Aging is also an example of loss of resilience to
the effects of chronic stress, based on studies of
the rodent prefrontal cortex.87 What is not clear
yet is whether this loss of resilience can be
reversed or prevented, although pharmacolog-
ical studies do indicate some retardation of
age-related changes in morphology, neurochem-
ical markers, and cognitive function.88,89

Although not directly addressing recovery of
resilience, studies of the beneficial effects of
physical activity on the aging brain are revealing
the retention with age of the capacity for struc-
tural plasticity. There is loss of resilience with ag-
ing87 that can be redirected by exercise90 and
possibly by pharmacological intervention.89

Next we consider more examples of this, after
first considering interventions that prevent
adverse outcomes before they can occur.

Prevention

Adverse early life experiences for a child can
be prevented by interventions with the family.
One example is visitation by a skilled nurse-
social worker who provides support and infor-
mation to an expectant mother and her partner,
if there is one. The “Nurse-family Partnership”
(https://www.nursefamilypartnership.org/)
has a documented success in reducing abuse and
neglect.91 Moreover, it is possible to intervene
later in a child’s life to reduce the progression
of effects of poverty and discrimination, as
shown in a recent report on a 7-week interven-
tion with 11-years-old African American youth
and their caregivers; there were reductions in
depression and prevention of brain atrophy by
18 and 25 years of age, respectively.92 But when
there is substantial loss of resilience, other strate-
gies must be employed.

Neurobiological Mechanisms of
Overcoming Loss of Resilience

A totally different domain of neuroscience has
brought some new thinking about what might be
possible when the brain is “stuck”dnamely, the
reversal of amblyopia and other conditions by
“releasing the brakes” that retard structural
and functional plasticity.93 Brain-derived neuro-
trophic factor (BDNF) may be a key feature of
the depressive state, and elevation of BDNF by
diverse treatments ranging from antidepressant
drugs to regular physical activity may be a key
feature of successful treatment.94 Yet, there are
other potential applications, such as the recently
reported ability of fluoxetine to enhance recov-
ery from stroke.95 However, a key aspect of this
new view96 is that the drug is opening a “win-
dow of opportunity” that may be capitalized
on by a positive behavioral intervention, e.g.,
behavioral therapy in the case of depression or
intensive physiotherapy to promote neuroplas-
ticity to counteract the effects of a stroke.

“Opening a window of plasticity” is consistent
with studies in animal models that show that
ocular dominance imbalance from early monoc-
ular deprivation can be reversed by patterned
light exposure in adulthood that can be facili-
tated by fluoxetine, on the one hand,97 and
caloric restriction, on the other hand,98 in which
reducing inhibitory neuronal activity appears
to play a key role. Investigations of underlying
mechanisms for the reestablishment of a new
window of plasticity are focusing on the balance
between excitatory and inhibitory transmission
and removing molecules that put the “brakes”
on such plasticity.93

The caloric restriction study also showed that
putting cortisol in the drinking water instead of
caloric restriction98 was able to open a window
of plasticity and enable binocular visual stimula-
tion to correct amblyopia. This may be
explained, at least in part, by the key role of
physiologic levels of cortisol in promoting turn-
over of spine synapses and the important of
circadian patterns of glucocorticoid elevation in
spine formation and elimination in relation to

2. EPIGENETICS OF ALLOSTASIS AND ALLOSTATIC LOAD OVER THE LIFE COURSE26

https://www.nursefamilypartnership.org/


motor learning and possibly other forms of
learning.99,100 We shall now summarize some ex-
amples of interventions that open windows of
plasticity and use them to promote resilience
from adverse experiences or the aging process
that causes the brain to “get stuck.”

Some Examples of Opening Windows to
Promote Resilience

Regular physical activity: Regular physical
activity has effects not only on the cardiovascular
and metabolic systems but also on the brain. It
improves prefrontal and parietal cortex blood
flow and enhances executive function.101 More-
over, regular physical activity, consisting of
walking an hour a day, 5 out of 7 days a week, in-
creases hippocampal volume in previously
sedentary elderly adults,90 and this comple-
ments another study showing that fit individuals
have larger hippocampal volumes than seden-
tary adults of the same age range.102 Regular
physical activity is an effective antidepressant
and protects against cardiovascular disease,
diabetes, and dementia.103,104 Moreover, inten-
sive learning has also been shown to increase
the volume of the human hippocampus, based
on a study on medical students.105

Perception based therapy: A new therapeutic
approach106 is based upon training older adults
in visual perceptual discrimination using Gabor
patches that have built-in animation for directed
motion.107 Ten hours of training were found to
improve on-task perception, and the training
also benefitted working memory for a delayed-
recognition motion direction task. Moreover,
electroencephalography (EEG) showed that
training produced more efficient sensory encod-
ing of the stimuli, which correlated with gains in
working memory performance. This finding fits
with other evidence that perceptual training im-
proves the ability to detect signal over noise and
thus produces some generalized cognitive bene-
fits. The authors suggest that there are two
fundamental design elements that drive neuro-
plasticity in this type of intervention, because
they personalize training to the capacity of each
person and allow abilities to improve over
time. To do so, the training incorporates

continuous performance feedback to provide
repeated cycles of reward to the subject. More-
over, training is designed to adapt to the trainee’s
on-going performance using psychophysical
staircase functions that enhance the challenge
in response to accurate performance and reduce
it for inaccurate performance.

Mindfulness and meditation: Therapies
addressing functional links between brain and
body may be particularly effective in treating
the range of symptoms associated with many
chronic diseases.108 Successful cognitive behav-
ioral therapies, which are tailored to individual
needs, can produce volumetric changes in both
prefrontal cortex in the case of chronic fatigue,109

and in amygdala in the case of chronic anxiety,110

and in brainstem area associated with well-
being.111 Mindfulness-based stress-reduction
(MBSR) has been shown to increase regional
brain grey matter density in hippocampus, cere-
bellum, and prefrontal cortex, which are brain re-
gions involved in learning and memory
processes, emotion regulation, self-referential
processing, and perspective taking.112 Indeed,
enhancing self-regulation of mood and emotion
appears to be an important outcome.113 More
studies showing brain changes after MBSR
have been reviewed very recently.114

In relation to MBSR effects on amygdala vol-
ume that accompany anxiety reduction in gener-
alized anxiety disorder (GAD),110 a follow-up
study of symptom improvements followed
GAD patients who were randomized to an 8-
week MBSR or a stress management education
(SME) active control program. In GAD patients,
amygdala activation in response to neutral faces
decreased following both interventions, whereas
BOLD responses in ventrolateral prefrontal re-
gions (VLPFC) showed greater increases in
MBSR than in SME participants. Furthermore,
functional connectivity between amygdala and
PFC increased significantly pre-to postinterven-
tion within the MBSR subjects, but did not do
so in the SME group, at least not to a level that
has clinical relevance, based on changes in Beck
Anxiety Inventory scores. Amygdalaeprefrontal
connectivity turned from negative coupling, as
typically seen in downregulation of emotions,
to positive coupling suggesting a unique
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mechanism of mindfulness involving other com-
ponents of the complex prefrontal cortex. These
findings suggest that, in GAD, MBSR training
leads to changes in frontolimbic areas crucial
for the regulation of emotion and may do so in
ways unique to MBSR.115

Meditation is reported to enlarge volume of
the hippocampus and to do so differently in
men and women, suggesting to the authors that
meditation practices and, most likely, MBSR,
operate differently in males and females.116

This suggestion is reminiscent of very recent
work showing sex differences in rats differing
in fear responses. During fear conditioning and
extinction, the work revealed that, despite no
overall sex differences in freezing behavior, the
neural processes underlying successful or failed
extinction maintenance are sex specific.117 Given
other work showing sex differences in stress-
induced structural plasticity in prefrontal cortex
projections to amygdala and other cortical
areas,118 these findings are relevant not only to
sex differences in fear conditioning and extinc-
tion but “also to exposure-based clinical thera-
pies, which are similar in their premises to
those of fear extinction and which are primarily
used to treat disorders that are more common
in women than in men.”117

Another domain where MBSR and meditation
practices are reported to have positive effects on
brain function is in age-related cognitive
decline.119 Fluid intelligence declined slower in
aging yoga practitioners and in aging MBSR
practitioners then in controls.113 Resting state
functional networks of yoga practitioners and
meditators were more integrated and more resil-
ient to simulated damage than those of controls.
Furthermore, the practice of meditation was
found to be positively correlated with fluid
intelligence, resilience, and global network
efficiency.113 Moreover, grey matter volume is
reported to be preserved in meditators versus
age-matched controls.120

Building upon these findings, a recent
study121 investigated whether targeted mental
training of different cognitive and social skills
over 9 months would induce specific changes
in brain morphology using MRI and improve
functional performance. Using daily mental

exercises and weekly group session on adults be-
tween 20 and 55 years of age, training protocols
specifically addressed three functional domains:
(1) mindfulness-based attention and intero-
ception, (2) socioaffective skills (compassion,
dealing with difficult emotions, and prosocial
motivation), and (3) sociocognitive skills (cogni-
tive perspective-taking on self and others and
metacognition). MRI-based cortical thickness
analyses revealed that different cortical areas
responded to the different training modules
producing divergent changes in cortical mor-
phology. For example, training of present-
moment focused attention led to increases
in cortical thickness in prefrontal regions,
whereas socioaffective training induced plas-
ticity in frontoinsular regions, while sociocogni-
tive training included changes in inferior frontal
and lateral temporal cortices. These specific
patterns of structural change correlated with
training-induced behavioral improvements in
the same individuals in domain-specific mea-
sures of attention, compassion, and cognitive
perspective-taking, respectively, that overlap-
ped with task-relevant well-known socioaffec-
tive and sociocognitive functional networks.
According to the authors, “these findings could
promote the development of evidence-based
mental training interventions in clinical, educa-
tional, and corporate settings aimed at culti-
vating social intelligence, prosocial motivation,
and cooperation.”121

Other Top-Down Therapies That Change
the Brain

Social integration and support, and finding
meaning and purpose in life, are known to be
protective against allostatic load122 and demen-
tia,123 and programs such as the Experience
Corps that promote these along with increased
physical activity have been shown to slow the
decline of physical and mental health and to
improve prefrontal cortical blood flow in a
similar manner to regular physical activity.124,125

It should be noted that many of these interven-
tions that are intended to promote plasticity
and slow decline with age, such as physical ac-
tivity and positive social interactions that give
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meaning and purpose are also useful for promot-
ing “positive health” and “eudemonia,”126,127

independently of any notable disorder and
within the range of normal behavior and
physiology.

CONCLUSION

The adult as well as developing brain is thus
capable of considerable structural plasticity,
and resilience refers to this ability to change
and not only adjust but also to benefit in the
aftermath of adversity through a learning pro-
cess. Moreover, in the spirit of integrative medi-
cine,128 it is important to focus upon strategies
that center around the use of targeted behavioral
therapies along with treatments, including phar-
maceutical agents, that “open up windows of
plasticity” in the brain and facilitate the efficacy
of the behavioral interventions to promote resil-
ience.129 This is because a major challenge
throughout the life course is to find ways of redi-
recting future behavior and physiology in more
positive and healthy directions.74 Again, to
emphasize, by resilience, we do not mean
“reversibility” as in “rolling back the develop-
mental clock” but rather “redirection” of those
features of a species that can be modified by ex-
periences, since, as noted, gene expression
continually changes with experience.

As an example, the response of the brain to
stressors is a complex process involving multiple
interacting mediators that utilizes both genomic
and nongenomic mechanisms from the cell sur-
face to the cytoskeleton to epigenetic regulation
via the cell nucleus. Resilience in the face of
stress is a key aspect of a healthy brain, even
though gene expression shows a brain that
continually changes with experience.130 Indeed,
resilience may be thought of as an active process
that implies ongoing adaptive plasticity without
external intervention.131 Therefore, recovery of
stress-induced changes in neural architecture af-
ter stress is not a reversal but a form of neuro-
plastic adaptation and resilience that may be
impaired in mood disorders, when the brain
gets stuck and needs external intervention.
Loss of resilience may also occur with aging

and need external intervention such as exer-
cise.87 As we have seen, the brain is continually
changing with experiences, creating memories
and alerting brain architecture via mechanisms
that are facilitated in part by circulating sex,
stress, and metabolic hormones and chemicals
produced by the immune system. This has led
to a new view of the epigenetic changes over
the life course that determine trajectories of
health and disease, and the plasticity of the brain
offers opportunities for changing the trajectory
toward an improved “healthspan.”74
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